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Abstract: Tissue sections consist of distributed objects, the nuclear profiles. A methodological tool boy is presented, based
on graph theory and topology, to describe formally the arrangement of such objects, to define agglomerations of objects in
a hierarchical manner and to compute quantitative features for every object, For a set of tissue sections (conisates} from the
cervix uteri, a model description and an evaluation are given.
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Introduction

In pathology, the analysis of the structure of
tissue sections plays an important rofe for any
dlagnostic process. The arrangement of the cells
with their nuclei, the very constituents of the tis-
sue, denotes a tissue structure or texture, The latter
and the appearance of certain cell types in certain
positions of the tissue build the basis of any
dizgnosis in visual pathology. To guantify these
arrangements and variations, an adeguate and in-
terpretable model of tissue has {0 be designed. Fhe
term model means an analytical and/or algorith-
mic description, which might be motivated by the
formation of the tissue, e.g. epithelial type, or by
the changes resuliing from a certain disease. This
procedure can be called heuristical.

In this paper applications of graph theory and
topelogy are shown on the basis of a hierarchical
structure. Starting from the digitized image area
{ pixel representation), a hierarchy is built up which
aliows to define and (0 denominate the oblects of
interest and to analyse and to interpret them accor-
ding tc different points of view.

The implemented methods are illusirated on
conisates of the cervix ureri, In these cases, it is of
special importance 1o recognize and to discrimi-
naie a severe dysplasia, as a certain type of tissue
disorder. The latter builds the cutting point for
either surgical or less invasive interventions.

The outlined methods allow us to divide auto-
matically whole pictures or subareas of pictures
into zones. The latter can be measured and classi-
fied. E.g. this can be by counting of special ob-
jects, e.g, mifotic celis, inside certain zones and the
weighting for a final diagnosis.

The paper describes more methodoligical ap-
proaches of Chaudhuri et al. (1988) and Rodenacker
et al. (1988) and is based to a limited extent on
work of Kayser & Hoffgen (1988, 1984). Compar-
able exploits were presented in the medical field by
Preston {198%) and Prewits (1979), followed up by
Bartels (1987) and Weber ¢t al. (1988). More gener-
ally there are approaches referenced by Toussaint
{1988) and Ahuja & Schachter (1983). Many ideas
are direcied by the book On Growth and Form
{Thompson, 1961,1917), The hierarchical struc-
turinig is based on the work of Granlund {1979),
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Rosenfeld {1979) and Mesarovic {1970). The defi-
nition of graphs is simitar to approaches of Serra
(1982) and Klette & Voss (1985).

Model description

Starting from the {pattern) recognilion para-
digm, congisting of the working steps

- definition,

- measurement and

~ classification of the objects of interest,

a certain hierarchy of objects has 1o be defined for
which the recognition paradigm is valid on every
level. Beginning with a rudhmentary medical fer-
minotogy, ohject hierarchy levels could be charae-
terized as cell or nucleus level, Higher hicrarchical
levels could then for exampie be cailed basal, inter-
mediate and superficial area or plaster epithelium
{Oberholzer, 1983). An important premise here
and in the following is, that the parts (pixel, tissue,
cells, areas) constitute the whole. Other possible
concepts of modelling are the hierarchy chromatin,
nucleoli, nucleus, cell, cell heap, part of organs
and eventually the organs itself {(Kayser, 1988).

In general, a hierarchy is defined by a sequence
of hierarchy levels HE,, the objects O, of each
level and the relation R, ¢ O, %0, between ob-
jects. Additionaily for this type of hierarchy, the
objects €, have to be defined as subsets of
obiects of underlying hierarchy levels HE,, kA <n,
by means of certain selection criteria and under
application of the appropriate relationships. For
further purposes every obiect is marked and flag-
ged, respectively by a set of mostly quantitative
Jeatures. The representation of relations is similar
to the mathematical formulation of graphs (Harary,
1969). Objects may be represented by nodes and
the relationship between objects by edges.

The definition of the relation R, for hierarchy
ievel HE, reflects the model concept of the ob-
jects O, ., of HE, . In the next section, the con-
cepts for the definition of objects, relations as well
as the necessary graph operations are outlined.
Graph operations are comparable with operations
in set theory and mathematical morphology {Serra,
1982). The descriptors and operators are chosen
accordingly. The mathematical terminology fol-
lows {Dieudonné, 1969}
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Definition of objects and relations

Pixel hierarchy HE,

Let a digital image B consist of rows x columus
pixels {picture points) P, , with a pixel value p, ,
ar position {x,») with xeii,columns] and ve
{1, rows} (Figure 1}

Definition. The objects O of HE, are the pixels:

OF 1= Py . (1)

The relation R, is defined for every pair of
objects O, 0" & 0, by a certain neighborhood
criterion N

OF' RO 1= NP, Py ) @
with
NPy P ) == (= x|+ [y~ [€D) 2.0
for 4-neighborhcod or
NPy, Py y) == (max((x~x'}, [y -y 31
(2.2)

for 8-neighborhood. Features of the objects
are their pixel value p,, and their coordinates
{x, ) only.

Ciraph of )
abject el HE

et Leust HE,
g
. )172‘ "

e

Figure 1. Hlustration of the hierarchical level congept.
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Tissue hierarchy HE,

The objects O, are the background and the tis-
sue. A selection criterion is applied on every obijecy
O & 0, to decide whether it belongs to the back-
ground or to the tissue. A relation between these
objects is not necessary. In practice, the tissue area
is interactively chosen as the area of interest for the
succeeding steps of analysis. Features may be the
arca (the number of obijects from Oy per object
from (%) or the number of R,-connected compo-
nents {see later),

Object hierarchy HE,

Here, the objects O, are the set of nuclear pro-
files inside the tissue. Pixels of single nuclear
profiles are R;-connected. Let for simplicity the
pixets of nuclear profiles be segmentable by a cer-
iain selection criterion 4. Nuclear profiles have no
holes. A formal definition is given below:

Definition. The relation R is defined by

OF%,0{ €0, OF RIOTY e
d a sequence of objects O, i=1, ..., n,
with O =0 and Q7= 0F7 with
OF Y Ry OF v for i=1,...,n—1. (3

Objects in relation Ry are called R,-connected.
Lemma. R is an equivalence relation.

Preof. Reflexivity {x R;x} is clear by definition
of relation R,, formulae (2.1) and (2.2), symmetry
(xR{x" = x"R{x) follows directly from (3} re-
numbering the sequence of obijects from n down
to 1 and transitivity (x Ry x’, x" Bix" = x R x")
follows from merging the sequences from x o X’

gy

and from x' o x”.

Hence any subset N 0, is partitioned into dis-
junct classes N/R{ with respect to relation Rj.

Definition. Let N be the set of pixels ¢0,) selected
by the selection criterion A inside tissue ().
Then the equivalence classes of N with respect to
R| are the objects O, the nuclear profiles:

Oy 1= N/R, 4)

To fill up holes, each object 0,¢ 0, is merged
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with ali pixels of the background R,-connected to
any pixel of O, but not {0 any other object in G,
These pixels are called inside the object Oy,

The refation R, is inherited from HE, in the
following way: Let SC O, be the set of zones of
influence (ZO1) of the nuclear profiles Oy with
respect to the tissue (4. S is a skeleton (Serra,
1982, pp. 375-423) and represents an Oy-object-
connectivity preserving partition of the tissue. Each
zone of influence is related to one and only one
auciear profile with

The relation R; is defined as
VO,0'ely: OR,0 10 ZOIG R, ZO1,. (8)

in other words, relation R is true for two objects
{4} if and only if there exists at least between two
pixeis of the corresponding zones of influence the
relation R|. With this method the pixel oriented
relation R, is inherited by the object oriented rela-
tion Ry, The features are listed in Fable 1.

This rather broad description also shows how,
from a topological point of view, the amorph set
of picture points P, is structured into objects
and topologized by the definition of a neighbor-
hood relation (2). Subsequently this structure and
topology is inherited to the next hicrarchy level
Beside the mere locally oriented neighborhood rela-
tion, other relations, derived from certain object

Table t
List of computed features HE;

Cell mucleus section

2. Area A

3. Perimeter P

4, Point of gravity x KX

5. Point of gravity ¥ KY

6, Orientation THETA,
7. Mean of grey values M1

Zone of mfluence

. Area AZ
9. Perimeter Pz
10, Point of gravity x KX7
11, Point of gravity ¥ KYZ

12, Oricatation THETAZ
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feature constellations, can be defined arbitrarily.

The graph representation, cutlined in the fol-
Iowing, is gnite feasible for the definition and
combination of obiects and hierarchy levels after
jeaving the more image oriented levels.

(iraph representation

Definition. A graph is a 2-tuple G = (}, E) with

V = set of nodes and ;
VxV 2 F = set of edges. @

The relation neighborhood for cell or nacleus
profifes in histology is considered symmetrical.
Hence there exists for each edge (v, v.) another
edge (v, v;) between nodes u; and v, Represented
inn gn adjacency matrix the upper and jower tri-
angle matrix are jransposed. However the defini-
tions given in the folowing are valid for the more
general case of directed graphs.

In ail definitions, the operators N, U and / are
used as symbols for set union, sef intersection and
set difference. Additionally pr; denotes the pro-
iection

prdX XXX )X, I<ign, neN, (8)

which resulis in the /th component of the cross
product.

Definition. A graph G, =V, £} is included in
another graph G=(V,E):

GG e ViV, E CE {9

Definition, Let Gi={V,E), i=1,....meNasctof
graphs. A graph G=(V,E) is called base graph, if

Vi=1,..,meNG G {1

An example of a base graph is the graph G4 =
V4, £4), constructed from all subgraphs ;=
(¥, E;), where every node is linked to each other
node; hence

Vi=UV,  E =VixV (11

In the following let G = (V, E) be a base graph
for graphs G, ={(V,E;), i=12, if not otherwise

mentioned.
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Boolean graph operations
Definition. The union U of two graphs G, =

GiUGy = (VU B UE). {i12)
Befinition. The Infersection M of two graphs
G;={(V,E;}, i=1,2 (Figure 27} is defined as

GGy = (V" V,, E\ME,). (13)

Definition. The operation join +; of two graphs

G;=(V;, E), i=1,2 with respect to graph G (Figure
2d} is defined as

Gi “f‘G GZ T {V; U Vz, EN {V, X 1/2) U (yz b4 y})]

U E U E,). (14)

This operation can be considered as an extension

of the upion of graphs, where additionally the
edges are added from the base graph (7, whose cor-

Figure 2. Base graph operations with base graph G in Figure
$b. (8} Graph 6. (b) Graph Gy. (¢} Gy U Gy. (6} Gy +¢ G
(€) Gy NGy i} ColGi N GY).
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responding nodes are both in VUV, (Harary,
1969).

(V\, B} with respect to graph & (Figure 2¢) is
defined as

Co(G) =W \VLENIV\VOXAVD. (15
This definition avoids the existence of graphs

with edges, whose corresponding nodes are not in
the set of nodes. From the definition {15} it follows

G U Co(Gy) # G, (15.1)
Gi+g CelG =G, (15.2)

and additionally in contrast o the classical defini-
tion of a complement

Gy # Co{CalG)) (13.3)

There is in (15.2) and (15.3) equality for a graph
Gy =¥, E\} and base graph G=(V E), with

Ey=EN{V XV},
hence is closed (see later).
BDefinition. The set of G-reachable nodes Ng(G,)
of G, =V, E,) (Figure 3a) is defined as
'o(Gp) = pr (VI X (V\V)INE)
Upn([(V\V) X VINE) {16}
and considered as a graph with an empfy set of
edges.
Pefinities. The closure of a graph Gy=(V,E})
with respect 10 ¢ (Figure 3b) is defined as
AglO) ==V  ENV X V), {17}
oF, using the join operation (14),
AglGy) = G, +4 G, {(17.1)
Derived graph operations
Based on the above defined boolean graph opera-

tions the following operations, oriented at mathe-
matical morphology {Serra, 1982), can be defined.

Definition. The dilation of a graph G, =V, E)
with respect to G (Figure 3c) is:
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NGy

Fao (Gy) = ER GIDGIG, 1)

Qg5 4(Gy) = DalERGIG, )

Figure 3. Derived graph operations with base graph G in Figure
ib. {8) The set of reachable nodes NgiG). (b} The closure
Ag(Ng{G. (&) The dilation Dg(Gp) {d) The erosion
ER:AG). (e} The closing Fg 1 (Gq). {F} The opening O (G}

DoGy) 1= AGLG, +5 Ng(Oy). (i8)

The graph G, is thus dilated by the G-reachable
nodes with their corresponding edges {Klette et al.,
1985),

Definition. The erosion of a graph Gy=(V. E,)
with respect to G (Figure 3d) is:

ERG(Gy) := ColDg(DalG). {19
Definition. The opening of a graph G,=(V,E})

with respect to (G with radius r, the degree of
reachability, (Figure 3e) is:

OG,r(GI}
v De{e Do(ERG{(+ ERG(G)) D)) (20}

where ER; and Dy; are r-times applied.
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Definition. The closing (not closure (i) of a
graph G, =(V,, £} with respect {o ¢ with radius
{Figure 3f} is:

F(},r(G})
1= ERG (- ERGDG(- Dg{Gy) - )3 ++). 21)

The dilation as defined above (18} is comparabie
with the same in mathematical morphology if the
neighborhood relations N used (2.1,2.2) are con-
sidered as graphs and applied in the classical defi-
nition of the dilation as a so called structuring
element

33.2. or B=— eee
- *88

for 4« or 8-neighborhood, respectively.

(iraph hierarchy HiE,

in the following two different object classes Oy,
and , are defined. Oy bases on the model of &
parent-child relation, which is called laver parti-
tion (L), Oy can be considered as a coarse layer
partition. It is called region partition (R). The hier-
archical interdependencies are shown in Figure 4.

Hierarchy level HE,,

As with every human parent-child relationship
at feast one ‘parent’ or ong child has to be desig-
nated as the starting root, For epithelial tissue
sections the basal cell layer represented by their
nuclear profiles (obiects of HE;} is usable as star-
ting obiect. The choice of the latter represents the
selection criterion.

Definition. Let ¥y 1= {nuclear profiles of the basal
layer} C O; be the starting set of objects, which
becomes by application of the closure A,; the star-

=N

g

HE HE, HE 5 HE o] HE- HE
ixel | tissue §nruciear i layer |Tegions| tissue
back- i profiles - ype
g regions

Figure 4. MHierarchical interdependencies.
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The following iteration with respect to the base
graph G:

i=1: L, = interactively selected basal layer,
S; b L;,
_ {22.1)
i+l L‘; = CD{;{L,-}{SE)’
Sipr = 8 b Ly

terminates by exhausting the set of existing nodes
V or by reaching stability S;= §,.; respectively,
The last value of i represents the number of layers
generated concerning the start graph L, and the
base graph & (Figure 5b).

The set of generated layers construct the set of
obfects Oy of hierarchy level HE, . Relation R is
defined by the sequence of layers

041 LT {L;, ...,L"} (22.2)
with
L{R‘;LJ{ M- |f"~“j|:1 VL“LJEOM. {23.3)
The latter represenis an order relation in terms
of the generating sequence. Figure 3a shows the

objects O ey in black with the borders of the
corresponding zones of influence ZOl,;. Figure 5b

Figure 5. A tissue section processed. {a) Binary image with ob-

Jects €k and borders of zone of infllucnces. (b) Relation #; of

objects 04, the base graph G, as well as the chosen basal [ayer.

{c} Obijects 0y with relation Hy {Javers). (d) Objects Oy with
relation Ry (regions}.



Volume 11, Number 4

Chjects O,
b bs by by L L Ly Ly by bgg
Basal layer —— - Burfacs
% seanher ol
:}} B g bortasted
| subgraphs s L

Figure 6. The graph of hievarchy level HE,).

shows the basegraph (7 derived from HE; and the
interactively chosen objects of the basal layer, the
set ¥;. The layers, objects Oy, represenied in
Figure 5¢, can easily be shown with their relation
R,, as a graph (Figure 6).

Of this set of obiects Oy, features ave calculated
as mean, standard deviation (SI)), minimum and
maximum of the corresponding obicct features 0,
{see Table 1) extended by graph features Hike mean
and SD of distances of nodes, number of edges,
nodes, B;-connected objects (similar definition (3))
and articulation points as well as the maximal ex-
tension of the graph (Rodenacker et al., 1988).

Such a -partition may reflect the behavior of
differentiation of the tissue starting from the basal
layer.

Hierarchy level HE,,

A second way of object definition for another
hierarchy level is based on the partifion of the base
graph into a number of preferably connected
regions. A certain marker variable of each object
Cely 15 eg. accumulated and divided by the
asumber of regions. Then the partition algorithm
tries to fill up the different regions with obijects
balanced in terms of the marker variable. The
sequence of inciuded objects depends on a pre-
defined order over the obiects Oy, According to
the methods of pathologists the number of regions
here is chosen to be three. The marker variable is
the area of the zone of influence ZOIA ¢Table 1)
of each object. The order over the objects Oy is
defined as following:

Definition. Lct the objects Oy be ordered using
hierarchy HE,, in the following way:
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VOyelit Opuensy Oy (23.1)

the defined layers (22.1), with any existing order.
Now all objecis OGUL;, f=1,...,s can be
ordered by

Orts-es Ot Onps 23 O s Oty v, O . (23.2)

This sequence of objects can then be cut off into
a number of intervals using a certain condition.
The aim of the condition applied here was o
generate regions with at feast similar areas in terms
of zones of influence {ZOIA, Fable I). Objects in
the given order are joined as far as } ZOIA/3
(three regions) for each region is reached.

The resulting region partition, the set of obilects
(), showr for one section in Figure 3d, reflects
the way in which pathologists differentiate epi-
thelial tissue into basal, intermediate and super-
ficial areus. The relation chosen is similar to
hierarchy level HE,,.

Hierarchy level HE;

Another way to define regions can be performed
joing (14) an appropriate number of neighbored
layers (O} This would also correspond with a
view of tissue, in which the cells, in our model
approach represented by nuclear prefiles (Q5), are
arranged in layers and a certain number of sub-
sequent layers constitute the basal, intermediate
and superficial areas. A procedural description
couid be:

(i) Partition of the set of obiects Oy, ordered by
(24.2), into intervals [0}, O3L 104", 01,107V, 09
as described for HE,,, see above,

(it} The objects (¥ are the closures of the ob-
ject intervals with respect to base graph (.

The relation R. is similar 1o Ry,.

Hierarchy level HE,

The hierarchy levels defined up to now are
shown in Figure 6 with references. The next level
HE, is either based on HE,, or HE,; or HE;. s
obiects again reflect an increased degree of abstrac-
ticn. They can now be called tissue or layer (ypes.

Definition. Let O be the set of linear regression
functions f. derived per tissue from the set of
objects Oy, O or O for each feature xxx of the
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used hierarchy level, defined by
O o= {f,;xx{f) s A+ B J} (24)

Each tissue consisting of the chosen object set
results in one function f,, per feature xxx. Ob-
viously, the relations are chosen as an order rela-
fion accordingly to define the sequence of objects
for regression computation. The features of this
object are the coefficients of the regression func-
tion A, and B,

Definiion. The regression function parameters are
calculated by

TR,

Brxx -
' nExfw(ij)z
| @s)
A E J= B E Xi
oo T T

with x; the value of feature xxx of object /.

Appiication example
Preprocessing and segmentation HE,, HE; and HE;

In the reported approach, 32 fields from 7 rou-
tine specimens (conisates of cervix wuteri} were
interactively chosen. For different grades of dys-
plasia, typical areas were individually diagnosed,
scanned with an AXIOMAT microscope (50X
objective) and digitized via a FTV-camera using a
246 nm narrow bandpass filter. A picture covers a
square area of 1/4 um edge length with 312x 512
pixels. This, for histological purposes, unusually
high magaification is mainly necessary for the
segmentation as well as for the computation of
the nuclear profile orientation (Table 1, feature
THETA). On the image processing system IPS
(Kontron, Eching, FR(G), a segmentation routine
has been developed for the almost automated dis-
erimination of the nuclear profiles. Subsequently
the section area is interactively marked, the zones
of influence of the nuciear profiles (Figure 5a) are
computed (Arcelli, 1979) and the profiles belonging
t0 the basal laver are marked {Figure 5b). Accept-
able segmented images require only these inter-
actions. Sections with dense distributed celis often
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demand heavy interactive improvement of the auto-
matic segmentation of the nuclear profiles.

Feature extraction HE,;, HE,,, HE, and HE,

The feature values listed in Table 1 are deter-
mined per sections from the nuclear profiles and
the corresponding zones of influence (ZO1), the
objects of HE,. They represent the basis for all
farther evaluations. Graph feature values or fea-
ture values from objects of HE, or higher, respec-
tively are compuied as the mean value (M), the
standard deviation (M2), the maximum {MAX)
and the minimum (MIN) from the underlying
objects of HE,. In addition, graph features are
evaluated, e.g. the number of Ry-connected graphs
of an object or the number of Ry-edges. Based on
the euclidean distances of the centre of gravity,
edge lengths can be derived as features,

Results

The results of the measured 32 section images
will be iilustrated only briefly. Figures 7 and 8
show two scatter plots of features of tissue types
{HE,) derived from layers (HE,) and regions
(11E .}, The analysis of single objects (HE;} has
been shown in (Burger et al., 1987}, In the scatter

? “
25
a
1
¢ of
it [
2 [ & e
s o
c
" I
4
Cim |
¢ ™
&
3 = "
I "
&
o
-3 L
n
=4 L F
EaCE |
= & E) f 4 ' (IR
S 3

Figure 7. Plot of slope of feature AZMI {tmean of area of ZOH
per fayer) Bazpn against slope of featurs AM2 (standard devia-
tion of aera of nuclear profile per laver} Bano.
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Figure 8. Plot of relative object freguency of first and second

region (#£; + #E)/#E against relative object frequency of

second and third repion (#E7+ #E)/#E. #E s the ol
number of obiects () in region i

plots, every letter myr, i m, s, ¢ represents one sec-
tion image. The abbreviations stand for the visual
diagnoses: normal, reserve cell hyperplasia, light,
moderate and severe dysplasia and carcinoma in
site. Sections of type r were considered as normal,
Additional diagnoses like n/a and m/a for atrophic
as well as transitions like I/'m or s/¢ were taken as
a, m, 1 or s, respectively.

Figure 7 shows the slope B,y of the linear re-
gression iine of feature AM2, the standard devia-
tion of the auclear profiles A in one laver (HE,)),
plotted against the slope Bayy of the linear re-
gression line of mean of the corresponding area of
zones of influence (AZM1). it can be recognized
how the severeness of diagnosis decreases from top
left to bottom right. The insufficient differentia-
tion of cases of type m, § and ¢ can partly be ex-
plained by the fact that the diagnostical scheme is
based on arrangement characteristics gnd on ob-
ject type appearances, Hke ¢.g. a mitotic cell in the
intermediate region, However, the computed fea-
tures depend only on the arrangement of nuclear
profiies (AZM1} and the deviation of nuclear pro-
file areas (AM?2). Particularly, the comparison of
visual appearance of sections with the resulting
position in the scatter plot suggests that the medi-
cal diagnosis should be differentiated according to
arrangement and object characteristics.

Figure 8 illustrates the features frequency of ob-
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jects inregion 1 and 2 (#E 1+ #E2) plotted against
the same of region 2 and 3 (#E 2+ #E3) (Figure 5d)
divided by the total number of obiects (#E) using
the same set of section images. Here, the severity
of diagnosis decreases from bottom right o top
left. The two normal cases ¥ would be misclassi-
fied at least as type m. They consist of extremely
thin epithelial areas which cannot be partitioned
reasonably,

Summary

The main goal of this paper is the description of
methods based on graph theory and topology for
the gathering and the definition of distributed ob-
jects. The methods are implemented in a PASCAL
program as an external procedure of ILIAD
{Erikson, 1982) on a VAXstation 11/GPX (Digital,
Maynards, MA, USA) using extensively the emu-
tated Tekironix 4014 screen. it is possible to develop
adeguate routines interactively as well as to apply
command files astomatically. An application in
histology is demonstrated. Starting with a base
graph representing a neighborhood relationship
between nuclear profiles, the definition of an hier-
archy reflecting the architecture of sections of epi-
thelial tissues is modelled. Another model reflects
the diagnostic scheme of pathologists. A section
area is divided info regions and the appearance of
certain events, e.g. the occurrence of mitotic cells
in different regions is registered. In this paper, the
methods of partitioning section images accordingly
are shown.

The described procedure is applicable for any
spatial siructure, not limited to medical problems
or to 2-dimensional sections.
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